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Abstract: In this research, a new procedure that was designed to extract road centerline from high resolution

satellite images, 1s presented. The results (road Networks) are fully structured in vector formed in Computer
Added Design (CAD) based system that could be used in Geographical Information System (GTS) with minimum
edit. The designed procedure 1s the combination of image processing algorithms and exploiting CAD-based

facilities. In the first step, artificial neural networks are used to discriminate between road and non-road pixels.

Then road centerlines are extracted using image processing algorithms such as morphological operators and

a road raster map 1s produced. Some cleaning algorithms were designed to reduce the existing noises and
improve the obtained results. Finally, the edited raster map was vectorized using the CAD-based facilities.

Obtaimed results showed that the structured vector based road centerlines are confirming when compared with

road network in the reference map.

Key words: Automatic, CAD, image processing, high resolution images, neural networks, road extraction,

vectorization

INTRODUCTION

Satellite and aerial images are the most inportant
available data sources for map generation and updating of
available maps. They provide accurate, easily accessible
and reliable spatial nformation for Geographical
Information Systems (GIS). The traditional manual
methods of data capture from these unages are expensive,
laborious and time consuming and do not let full
exploitation of available data in image archives. Nowadays
when satellite images have highly improved in terms of
spatial, spectral and temporal resolutions and Geomatics
commumnities are overwhelmed by the sheer volume of
collected images, the necessity of automation in feature
extraction and map updating seems urgent.

Roads as one of the most important man made
objects are n high concemn to be extracted (semi)
automatically and many researches have been carried out
in this area. Geometrically constrained template matching
(Gruen et al., 1995; Vosselman and Knecht, 1995), active
contours or snakes (Neuenschwander et al, 1995
Tnnder and L1, 1995; Gruen and Li, 1997) and fuzzy set and
morphological operators (Mohammadzadeh et al., 2006)
are some of the semi-automatic methods for road
extraction.

Road extraction could be defined as the process of
road identification and accurate localization in the image
so that when the image to ground systems transformation
is performed, the road network is truly presented in the
object space. Automatic road extraction concentrates on
automating all or some parts of this process to facilitate
and expedite the road extraction task.

In high resolution satellite images, roads could be
regarded as elongated homogensous regions that

contrast from background with distinct spectral
behaviour. Based on this model, automatic road extraction
from this kind of images can be categorized in three steps
as road detection, road thimning and centerline extraction
and finally vectorization of extracted road skeleton.

Road detection 1s defined as the process of assigning
a value to each pixel that can be used as a criterion to
extingumsh between road and background pixels. This
process classifies the entire image into two different
classes and has a major influence on the success of next
stages. The segmented image, usually containing some
unwanted and missed road pixels, is then introduced to
some noise removal and other image processing
algorithms to extract road centerline. Finally, the extracted
road centerline is vectorized and transformed into CAD-

based environments to be ready for GIS applications.

Corresponding Author: F. Farnood Ahmadi, Faculty of Geodesy and Geomatics Engineering,
K.N. Toosi University of Technology, Tehran, Iran
2975



J. Applied Sci., 8 (17): 2975-2982, 2008

Regarding the capabilities of newly introduced high
resolution satellite images, most of the recent road
extraction researches are focused on these kinds of data
such as TKONOS and QuickBird images (Jin and Davis,
2003, Wang et al., 2005, Mena and Malpica, 2005,
Xiao et al., 2005, Easa et al., 2007).

Among the road detection methodologies from high
resolution satellite images, knowledge based and artificial
intelligent methods have attracted the
researchers due to their high capabilities of automation
(Wang et al., 2006; Yang and Wang, 2007, Molhtarzadae
and Valadan Zoej, 2007).

Skeletal extraction (Mana and Malpica, 2003),
geometrical and topological analysis (Mena, 2006) and

interest of

simple algorithm based on geometric method (Christophe
and Inglada, 2007) are the methods used for vectorization
of extracted road from high resolution satellite imagery in
last decade. Tn these methods, only image processing
algorithms are applied while mtegration of CAD based
capabilities are lees considered.

In the new method used in this research,
morphological thinming and other image processing
algorithms such as run length encoding are integrated
with CAD

vectorization of extracted roads from high resolution

environments faciliies for automatic
satellite imagery simultaneous with removing missed road
pixels, single elements and spur pixels. Also, mn this
method road segmentation process is carried out in a way
that vectoried road segments using CAD facilities have
defined structure for GIS systems and can be utilized in
(313 analysis without additional editing.

ROAD DETECTION USING
ARTIFICTIAL NEURAL NETWORKS

Neural Networks are computational systems made up
of simple processing units called neurons which are
usually organized into layers with fully or partially
connections. The main task associated with a neuron 1s to
receive the activation values from its neighbors (the
output of other neurons), compute an output based on its
weighted input parameters and send that output to its
neighbours.

Learning (tramming) a network is the process of
adapting or modifying the connection weights between
neurons so that the network can fulfil a specific task. Back
Propagation is the most common learning algorithm which
15 an iterative gradient decent algorithm designed to
minimize error function expressed in Eq. 1:

E:%i(djfo‘;”)z (M
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where, d and o represent desired cutput and current
response of the neuron j m the output layer respectively
and L is the number of neurons in the output layer. In an
iterative method, corrections to weight parameters are
computed and added to previous values as below:

oE
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where, w,| is weight parameter between neurcn iand j, n)
15 a positive constant that controls the amount of
adjustment and is called learning rate, ¢ is a momentum
factor that can take values between O and 1 and t denotes
the iteration number. The parameter ¢ smoothes rapid
changes between the weights. Learning rate and
momentum parameter have a major mnfluence on the

success of learning process.

Network structure: In order to use neural networks in
road detection, input layer is consisted of neurons the
same mumber as input parameters and output layer is
made up of just one neuron that shows whether the input
parameters can represent a road pixel or not. Usually, one
hidden layer is sufficient, although the number of neurons
in the hidden layer is often not readily determined
(Richard, 1993).

In this research, a back propagation neural network
with one hidden layer is implemented that uses 500 road
and 500 background pixels as its training set.

An adaptive strategy 1s used to avoid trail and error
learning rate and momentum assignment. In this method,
both parameters are adjusted downwards as half after
some traming intervals if the overall traimng error has
increased and upward 1.2 times if the overall error has
decreased (Heerman and Khazeime, 1992).

One of the most important factors in employing
ANNs 13 to decide what type of information should be
extracted from input image to be fed through the network
as its input parameters. The discrimination ability of the
network 13 highly affected by chosen input parameters. In
continue different input vectors are evaluated to find the
optimum network design.

Network input parameters design: As a case study, a
part of a pan-sharpened true colour (RGB) Ikonos mmage
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Fig 1. (&) FGB TkotwsImage from Kish [aland in Tra, (1)
Matwally produced reference map

Fig 2: Network structure when spectral values form anput
paremeters

with the sme of 350%550 puels from Kish [sland inTran
was chosen Figare | shows the onginal image and ifs
mamially prodoced reference map which 18 used for
BCCUrACY asse sament

It1the first try, the spectral information for each pixel,
after novmalizing the RGE values between 0 and 1, is
simply enitered to the network asits input parameters,

Thug, three newons are designed in input layer in
chatge of teceiving spectral values for each pixel in ertire
itnage, Figure 2 show s the network stroctore and obtained
results are preserted in Table |

In Table 1, RCC and BCC are the road and
background correctness coefficierts that show the
percentage of true funchonality of the network about road
atd background pixels, respectively, The RMVSE value is
computed by compating of network responses in the
output neur on and desired value from mamialy produced
teference map (1 for toad and 0 for background pixels).
Eappa coefficert md overall accuracy parameters are
obtained the same way as comventional clasmfication
tethods where the network response aboul each pixel 18
classified ito two classes asroad and background pixels
etz an appropriate threshold value.

Fig 3: Wetw otk sbructure when ne ghbor pix els with theit
normalized distances form input patameters

Table 1: Thiee spectralvalies a5 spid paravisters

Bust Kappa  Owerll
HiH __ ieration  RCC BCC  FMEE  Coeff. MAcc
3 15000 TG @6 DM 6781 93E]
10 Ao TRAD  EAES 0.0 6E34 D406
15 Ao TIAl  @AT 0.2 G946 9475

an 1000 TR MRS 0333 6930 9447

Inn order to umprove netwotk’s fonchonality and
cormdsting the fact that roads are preserted as
homogeneous wreas i high  resolution  images,
tleighboting pizels it a 3%3 window wete patticipated in
input wector generationn Furthermore, the normalized
distanices of all 9 pitels 1n the mertioned window to the
memt veotor of road pix els are added to inmat param eters.
[t was infended to use more spectral information to the
network in ordet toincrease the discrimination ability of
the network between t oad and back ground pix els and also
to reduce the tteration times in lemrmng stage The
proposed distanice parameter witch is caleulated for each

pix el s below:
&) . (&
L

d = m[ﬂh -RY #(t, -6, +(B, ~F, 3.*]”

While, [r, 6. B, 18 the mean of road piels in
training set. The maximum distance in the spectral space,
15441 673,

Thos the input layer 18 conmsted of 9 red 9 green,
9 blue and finally 9 normalized distances to the road mean
vectar which means 38 neurons are desgned inthns layer.
Figire 5 shows network's structure and Table 2 preserts
obtained results.

Compatisonn between Table | and 2 shows that
designed irput por v eters could improve network's ability
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k ‘{ r:,_’-. 1 §
P
Maximum likelihood method Hidden neurons: 10 Hidden neurons: 15
RCC: 5591 ITteration: 5000 Iteration: 1500
BCC: 70.12 RCC: 73.29 RCC: 75.51
RMSE: 0.3349 BCC: 88.85 BCC: 95.57
Kappa Coefficient: 63.10 RMSE: 0.2240 RMSE: 0.2014
Overall Ace.: 91.20 Kappa Coeflicient 68.34 Kappa Coeflicient 72.18
Overall Acc.:94.63 Overall Acc.:95.15

Fig. 4: Left image: Maximum-Likelihood result, Middle image: Simple BNN with 10neurons in hidden layer from
Table 1, Right image: Improved BNN with 15 neurons in hidden layer from Table 2

Table 2: Zpanal information and normalized distance as input parameters
Best Eappa  Owverall
HilJ  iteration RCC BCC EMEE Coeff FX

=1 1000 75.60 9385 n.2011 71.31 511
10 1000 75.20 94.60 0.2002 71E0 9515
15 1500 75.51 95.57 0.2014 71.86 8515
20 1500 76.60 95:24 0.2008 FAB: @5V

in both road and background detection. Although input
layer enlargement can make training stage more time
consuming, but this problem is compensated to some
extent by decrease in requested hidden layer size and
iteration time.

Finally, as a comparison with statistical methods,
obtained results from Maximum-Likelihood classification
method and best network from Table 1 and 2 are shown
together in Fig. 4 with their accuracy assessment
parameters. A detailed explanation of the road detection
strategy used in this research can be found in
(Mokhtarzade and Valadan Zoej, 2007).

AUTOMATIC ROAD VECTORIZATION

In the image shown in Fig. 4, which is obtained from
improved BNN, all pixels on the road surface were
detected. But what we need for GIS is the vectorized road
centerline that should be extracted from road raster map.

An algorithm was devised to extract road centerline
and vectorize it so that it is ready to be entered into GIS
as a road vector layer as explained in the following
sections.

Fig. 5: Road skeleton after morphological
operator

thinning

Road thinning and centerline extraction: In order to find
road centerline from the available road raster map,
thinning algorithms could be used to find road skeleton,
which is a one pixel width road representation.
Morphologic operators and an iterative boundary erosion
algorithm were implemented to find the road centerline
and omit other road pixels trom the binary image. The
obtained result is shown in Fig. 5.

It can be seen that the obtained image shows the
main skeleton of the roads, but there are two kinds of
unwanted pixels that should be removed bhefore
vectorization:
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»  Single elements distributed all over the image which
are nol in the road class

»  Spur pixels in the road network thal are caused by
thinning algorithm.

« In the lollowing sections the strategies for removing
these pixels are explamed.

Removing single elements: Single elements that do not
helong to road class are distributed all over the image as
small sets ol 1solated pixels. The lollowing algorithm has
been used to remove them. At fist a run length encoding
algorithm is implemented (Haralick et al., 1992) and then
contiguous runs are combined to form a single rumn.
Finally. consistent runs are encoded as separate objects.
Those objects that are comprised from less than a
predetermined pixel number are regarded as unwanted
isolated pixels and are removed in the next step.

It should be noted that the suceess of this method 1s
directly influenced by the delined threshold that is a
problem dependent value. In this researcl, the optimum
threshold value was found in an trial-and-error as
20 pixels. The obtained result is shown in Fig. 6.

Removing spur pixels: The term Spur Pixels 1s assigned to
non-road small linear clements that are connected to the
main road skeleton at one end and the other ends 1s free.
The length of these elements is negligible in comparison
with the main road network. They are not omitted in the
previous section as there is a link between them and main
road pixels. In order to remove them. the lollowing
algorithm which can be classified as morphological
operators is suggested.

TFor each road pixel, neighboring road pixels are
counted 1 a 3*3 window. If the number of road pixels is
equal or less than one, the center pixel is omitted [rom the
road raster map, otherwise 1t is Kept unchanged. The main
problem with this algorithm is thal. in each run one pixel
[rom the ends of mam road skeleton 1s also removed.
Figure 7 shows the obtained result after successive
iterations when all spur elements are removed.

Road segmentation: In automatic road extraction. each
road section should be defined separately in a way that
belonging pixels are grouped together representing a
unique section. This task can be fulfilled in two stages:

«  Isolation ol difTerent road sections
= Grouping road pixels into their relevant road sections

Isolation of different road sections: Road section
isolation can be performed in cross pixels where two or
more road sections intersecl. Considering (he fact that

Fig. 7: The result of removing spur pixels

Fig. 8: Cross pixel structure

road thinning has reduced the road width into one pixel,
those pixels with moere than three 8-neighbouring road
pixels could be regarded as cross pixels (Fig. 8).

When cross pixels are found, they are removed o
separate road sections nto isolated segments.

Grouping pixels into their relevant road sections: Afler
road network separation. it would be poessible o group
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Fig. 9: Isolated run codes presented in different colors

pixels into their relevant pixels. It could be performed by
sweeping the whole image and using run length encoding
scheme. In the second sweep. neighboring runs are
connected to each other to form a unique run and a run
code is assigned. The strategy in run code assignment is
to use successive positive integer numbers for road runs
where non-road pixels are represented by zero valucs.
When neighboring runs are connected. coding is modified
so that the maximum code i1s equal to the number of
available isolated segments. Figure 9 represent the coded
run segments in different colors.

Automatic vectorization wusing CAD environment
facilities: In this research. vectorization of segmented
road pixels was performed with the aid of MicroStation™
software,

In general, vectorization process of segmented road
scctions in this software can be expressed as:

¢ (Coordinate assignment to all pixels belonging to each
road scgment.

e Coordinate transformation to MicroStation™
software (to establish a relationship between road
raster map and MicroStation™ environment),

»  Connecting successive points so that the segmented
road would be represented as a multi line,

Since road pixels belonging to each segment were
categorized and coded in the previous section. each
segment could be transformed independently into the
MicroStation'™. This task was performed by a designed
softwarc port to cstablish the rclationship between
programming and MicroStation™ environments. This port
provides the system with all the facilities available in the
MicroStation™ for vector-based data editing and data
control processes.

X3 B

T = G BRG] |

L | Bl [ oraz o x| 1 W

Fig. 10: The extracted road network presented in CAD-
based environment

8 gt L {20 18 06N - b W

Fig. 11: Manually produced road network

In digitizing a sample road segment, the first step is
to find its beginning point. For this reason, the road raster
map is swept top-down and left-right to find the first
pixel belonging to the interest road segment. Then the
pixels located in its direct 8-neighbourhood are followed
in both directions until the starting point, having onlv one
8-neighbour, is found. Line following procedure begins
from this point and road pixels are transformed into the
MicroStation as™ separated points, Consecutive points
are connected to each other to form a structured line
string for cach road segment, This vectorized line string
contains all the geometric information of the represented
road segment. This procedure is repeated for all road
scgments available in the road raster map. Figure 10
shows the vectorized road segments in the MicroStation™
environment.

In order to evaluate the obtained results. the road
network available in the test area was manually extracted
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Fig. 12: The differences between automatic extracted road
centerline and its manually produced road
network

to produce a road network reference map. which is shown
in Fig. 11.

The comparison between Fig. 10 and 11 showed that
wherever a road pixel i1s extracted by the automatic
procedure. its geometric position is exactly the same as
manually produced road network, but the completeness of
¢xtracted road network is with doubt. Figure 12 shows
those arcas where the designed automatic procedure
failed to detect road pixels, which are presented in boxes,

CONCLUSIONS AND RECOMMENDATIONS

Image processing techniques such as  pattern
recognition and object detection algorithms do not
provide fully structured data for GIS environments. This
is mainly due to the fact that the results of image
processing  algorithms arc raster maps while GIS
environments need structured vector based data as their
input entities. Furthermore. it should be noticed that CAD
based facilities could not be performed directly on source
imaged because of the complicated nature of them,
especially when dealing with high resolution ones.

Therefore, the combination of image processing
techniques and CAD facilities can be a good alternative
to automate the process of data preparation and cntering
into GIS.

A new approach was designed and implemented in
this research and a fully automatic procedure was
designed and implemented to extract road centerlines from
high resolution satellite images. Neural networks and
digital image processing algorithms such as
morphological operators were used to extract road

centerline from satellite images and present it as an edited
road raster map. Then obtained raster map was prepared
and vectorized using the facilities provided by CAD-
based environments. The final result is the structured
vector based road network presented in CAD
environment where it can be casily transformed to GIS.
The comparison between obtained results and road
network reference map proved acceptable geometric
accuracy of designed procedure.

The designed and implemented method in this
rescarch for automatic road extraction was mainly based
on spectral and geometric properties of road networks
Knowledge-based road extraction methods. which are
based on an appropriate road model. could be an efficient
method for further study. In these methods. even when
some parts of the road in input source image. road raster
map or thinned road center line are missed, they could be
recovered based on the road knowledge injected into the
system via knowledge-based road model.
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